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Today 

ÅEverything you need to become a l33t problem solver 

ÅThe topics may seem strange, donõt worry! 

ÅAsk questions, donõt be shy 

ÅSilence is acceptance 

ÅSharing is caring 

Å???? 

ÅProfit! 
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Agenda 

ÅMandatory intros 

ÅIndustrial methodologies 

ÅSlow application examples 

ÅStrace & Ltrace 

ÅVmstat & Iostat 

ÅLsof 

Å???? 

ÅProfit! 



5 

About Rackspace 

 

Annualized Revenue Over $2B 

60% 100 OF 
THE 

WE SERVE FORTUNE® 

6,200 RACKERS 

10 WORLDWIDE 
Data Centers 

PORTFOLIO 
of Hosted Solutions 
DEDICATED :: CLOUD :: HYBRID 

GLOBAL FOOTPRINT 
Customers in 120 Countries 

300,000  CUSTOMERS 
114,000+ Servers 

50,000+ VMs 

ḙ70 PB Stored 
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About me 
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Principal Engineer, 
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Petrolhead 
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Pulse check 

ÅProfessional level 

ÅPrevious experience with scientific methodologies 

ÅMindset = this can be used for ANYTHING! 
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Basic rules 

ÅBe methodical, be be methodical 

ÅSimple tools first 

ÅComparison to a healthy system 

ÅYou MUST have a baseline 
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Design of Experiment 

ÅDiffers from classical model by changing several levels at the same time 

ÅFull factorial design - Factors, Levels (low, high), Responses 

ÅANOVA analysis (manually or Excel or Calc) 

ÅF-ratio: variance between explained vs unexplained 

between groups vs within groups 

 

Ὂ
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ÅDegrees of Freedom: F Distribution Table (online/Excel) 

ÅP-Value (we want P < 0.05, 5% chance due to noise/random) 
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Stat ist ical  Engineering 

ÅClassical approach X Ą Y 

ÅStatistical approach Y Ą X 

ÅAnalysis of variances 

ÅClassical model has too many permutations 

ÅE.g. 3 CPU, 3 memory, 3 disk settings; 3 x 3 x 3 = 27 experiments! 

ÅNeed to repeat at least 20 times for 95% confidence 

ÅLook for highest variance in output, eliminate other parameters 
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Component Search 

ÅGood vs bad 

ÅChange parts (physical/logical) one by one 

ÅCheck if response reversed 

 

A                    B  C                   D 
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Pairwise Comparison 

ÅCompare product A to B 

ÅN x M tests 

ÅHow do you know which one is better? 

ÅBinary comparisons N(N-1)/2  

ÅSum A superior vs B superior 
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www.rackspace.com 
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Example 

ÅXclock, two identical systems; system A, the clock launches in 1 sec, system B, the 

clock launches in about 10 seconds. How would you debug this problem? 
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Strace (trace system cal ls) 

Å-s <length> output length 

Å-o output file 

Å-Tt timing of system calls and in between system calls 

Å-f forks (follow, may require root or sudo) 

Å-e trace specific system call (e.g. read) 

Å-p attach to running process 

Å-c summary 

strace  <command- line>  
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Ltrace (trace l ibrary cal ls) 

Å-s <length> output length 

Å-o output file 

Å-Tt timing of system calls and in between system calls 

Å-f forks (follow, may require root or sudo) 

Å-e trace specific system call (e.g. read) 

Å-p attach to running process 

Å-c summary 

l trace  <command- line>  
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Strace & Ltrace 

ÅSlows down execution 

ÅFor race conditions, can skew timing and miss the error 

ÅNot all processes can be traced (do not allow, permissions, traced/stopped) 

ÅLtrace can be intrusive and crash applications 
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Strace, good system 
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Strace, bad system 
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Ltrace, good system 
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Ltrace, bad system 
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Vmstat 

ÅCPU and memory metrics 

ÅUseful for real time debugging or logging/trending 

ÅNot useful if you do not know whatõs running 

År/b running or blocked processes 

ÅSwapping information 

Åcs, in, sy, us, wa percentage 

ÅFirst line is system average since last reboot 
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Iostat 

ÅI/O information and some CPU data 

ÅExtended mode with additional metrics 

Åawait time (normally less than 1 ms should be seen) 

Å%util block device utilization 
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Vmstat,  good system 
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Vmstat,  bad system 
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Vmstat,  summary 

ÅContext switches, interrupts 

ÅCPU activity, batch mode 
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Problem summary 

ÅProblem with fonts libraries 

ÅComputation goes toward batch (fonts being rendered) 

ÅEventual root cause: problems with fontconfig cache permissions 
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Lsof 

ÅList open files 

ÅFD type (work dir, root dir, text segment, shared/data, xx[urw]) 

ÅDEVICE num (http://www.kernel.org/pub/linux/docs/device -list/devices.txt) 

ÅSIZE file size 

ÅNODE inode number 

ÅNAME object path 

http://www.kernel.org/pub/linux/docs/device-list/devices.txt
http://www.kernel.org/pub/linux/docs/device-list/devices.txt
http://www.kernel.org/pub/linux/docs/device-list/devices.txt
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Lsof 
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Lsof f lags 

ÅList open files 

Å-p per process 

Å-u per user 

Å-d per file descriptor 

ÅMany other flags 

ÅSee: http://www.dedoimedo.com/computers/lsof.html 
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Problem example 2 

ÅJava processes getting stuck 

ÅProcess trace not useful 

ÅStrace returns meaningless output: 

 

ÅLsof output: 

futex (0x562d0be8, FUTEX_WAIT, 18119, NULL  

java   11511   user   32u   ipv4   1920022313   TCP   

rogerbox:44332 - >rogerbox:22122 (SYN_SENT)  
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Problem example 3 

ÅWhat do you think happens here? 

ÅHow would you approach this issue? 

1915  futex (0x7fe7674808d0, FUTEX_WAIT_PRIVATE, 

4294967295, NULL <unfinished ...>  

1914  futex (0x7fe767480890, FUTEX_WAIT_PRIVATE, 

4294967295, NULL <unfinished ...>  

1913  futex (0x7fe767480850, FUTEX_WAIT_PRIVATE, 

4294967295, NULL <unfinished ...>  
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Solve this! 

ÅObserve following problem ð user A and user B try to do the same command on the 

same host; for user A, it runs fast, for user B, it runs slow 

strace  - tt  - T - e lstat  / usr /bin/stat / nfs /object.txt  

14:04:54.032616 lstat ("/ nfs /object.txt", 

{ st_mode =S_IFREG|0755,  

st_size =291, ...}) = 0 <0.000069>  

strace  - tt  - T - e lstat  / usr /bin/stat / nfs /object.txt  

14:04:28.659680 lstat ("/ nfs /object.txt", 

{ st_mode =S_IFREG|0755,  

st_size =291, ...}) = 0 <0.011364>  
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What  i s  the  answer  to  l i fe ,  the  

Universe  and  ever y th ing? 

www.rackspace.com 
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I f  t he re  was  a  p rob lem,   

yo Iõll solve it 

www.rackspace.com 
@ Copyright Vanilla Ice, used for illustration purposes only 
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Per formance counters, good and bad 

 Performance counter stats for '/ usr /bin/stat / nfs /object.txt':  

 

       3.333125  task - clock - msecs         #      0.455 CPUs  

              6  context - switches         #      0.002 M/sec  

              0  CPU - migrations           #      0.000 M/sec  

            326  page - faults              #      0.098 M/sec  

        3947536  cycles                   #   1184.335 M/sec  

        2201811  instructions             #      0.558 IPC  

          45294  cache - references         #     13.589 M/sec  

          11828  cache - misses             #      3.549 M/sec  

 

    0.007327727  seconds time elapsed  

Performance counter stats for '/ usr /bin/stat / nfs /object.txt':  

 

      14.167143  task - clock - msecs         #      0.737 CPUs  

              7  context - switches         #      0.000 M/sec  

              0  CPU - migrations           #      0.000 M/sec  

            326  page - faults              #      0.023 M/sec  

       17699949  cycles                   #   1249.366 M/sec  

        4424158  instructions             #      0.250 IPC  

         304109  cache - references         #     21.466 M/sec  

          60553  cache - misses             #      4.274 M/sec  

 

    0.019216707  seconds time elapsed  




