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Let 0s assume youor e
behavior of your live user-data traffic.

What is the best source of information?
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How to send OAM information in packet networks?

Speed control by police car
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In-band OAM (a. k. a. N i uteftband OAMA M0 )

A OAM traffic embedded in the data traffic A OAM traffic is sent as dedicated traffic,
but not part of the payload of the packet I ndependent from the
A OAM fAeffected by data trtdrfifd$o)
A Example: IPv4 route recording AAOAM finot effected by
A Examples: Ethernet CFM (802.1ag), Ping,
Traceroute

Mmim
Cisco
© 2017 Cisco and/or its affiliates. All rights reserved. Cisco Public

da

da



Let 0s a-dathtormlet a
Interesting live user-data traffic.
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Remember RFC 7917

INTERNET PROTOCOL

DARPA INTERMNET PROGRAM

PROTOCOL SPECIFICATION

September 1981

prepared for

Defense Advanced Research Projects Agency
Information Processing Techniques Office
1420 Wilson Boulevard
Arlington, Virginia 22209
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Internet Protecol
Specification

[Page 15]

September 1981

The following internst options are definesd:

CLASS MUMBER LENGTH DESCRIPTION

[} e -
[} 1 -
[} 2 11
@ 3 var
] E var
II'}’ @ 7 var
5] 8 4
2 4 var

End of Option list. This option occupies enly
1 octet; it has no length octet.

Ne Operation. This option cccupies only 1
octet; it has no length octet.

Security. Used to carry Security,
Compartmentation, User Group (TCC), and
Handling Restriction Codes compatible with DOD
requirements.

Loose Source Routing. Used to route the
internet datagram based on information
supplied by the source.

Strict Source Routing. Used to route the
internet datagram based on information
supplied by the source.

Record Route. Used to trace the route an
internet datagram takes.

Stream ID. Used to carry the stream
identifier.

Internet Timestamp.
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More recently: In-band Network Telemetry for P4
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In-band Network Telemetry (INT)

September 2015

‘Changhoon Kim, Parag Bhide, Ed Doe: Barefoot Networks
Hugh Holbrook: Arista

Anoop Ghanwani: Dell

Dan Daly: Intel

Mukesh Hira, Bruce Davie: VMware

lniroduction

Terms

Vyhat To Monitor
Switch-level Information
Ingress Information
Eqress Information
Buffer information

Processing INT Headers
INT Header Types

'Handing INT Packets
13 ion

INT L an, lation
n-the-fly He r Creation

Header Format
Header Location and Format -- INT over Geneve
L rmat - | r
r Fi

Eramoles
Example with Geneve encapsulation
Example with VXI AN GPF encapsulation

1. Introduction

Inband Network Telemetry (“INT") is a framework designed to allow the collection and reporting
of network state, by the data plane, without requiring intervention or work by the control plane.
In the INT archilectural model, packets contain header fields that are interpreled as “telemetry
instructions™ by network devices. These instructions tell an INT-capable device what state to
collect and write into the packet as it transits the network. INT traffic sources (applications,
end-host networking stacks, hypervisars, NICs, send-side ToRs, etc.) can embed the
instructions either in normal data packets or in spedial probe packels. Similarly, INT traffic
sinks retrieve (and optionally report) the collected results of these instructions, allowing the:

http://p4.org/wp-content/uploads/fixed/INT/INT-current-spec.pdf
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In-Band OAM - Motivation

A Service/Quality Assurance

A Prove traffic SLAs, as opposed to probe-traffic SLAS;
Overlay/Underlay

A Service/Path Verification (Proof of Transit) 1
prove that traffic follows a pre-defined path

F © DOWNLOADSPEED | -

A Micro-Service/NFV deployments

A Smart service selection based on network criteria
(intelligent Anycast server/service selection)

A Mo large ISP's prioritize
Speedtest traffic and | would
even go as far to say they
probably route it faster as well

to keep ping times low. 0

A Operations Support

A Network Fault Detection and Fault Isolation through efficient network
probing

A Path Tracing i debug ECMP, brown-outs, network delays
Derive Traffic Matrix
A Custom/Service Level Telemetry

T

Sourcehttps://www.reddit.com/r/AskTechnology/comments/2ilnkc
can_i_trust my speedtestnet_results when_my/isp

Cisco
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Why In-Band OAM? T Use-Case Examples

m
In-Band OAM T Technology & Evolving Standards
A Peek at the Implementation T 10S and OpenSource

In-Band OAM Solution Ecosystem & Advanced Use-Cases

BRKSDN-2901 © 2017 Ciscoand/oritsiafiiliates. All rights reserved. Cisco Public



Example: SLA Verification

A Overlay Networks, Service chains /
path have associated SLA

A KPIs for overlay networks and service

chains are end-to-end delay, jitter and O 0 0 ‘@

packet drops

Path Compliance Delay Compliance Jitter Compliance Packet loss

A For Overlay Networks and NFV service iH—— e
chaining SLA-check is still very nacent :
! N
A Either no end-to-end service chain SLA o o
verification or SLA verification is based on 0 O c o
probes (IPSLA) which can be easily
cheated upon

A Common interpretation is service-chain:
Health = VM health

Path Compliance Delay Compliance Jitter Compliance Packet loss

A Approach: In-band monitoring of
customer traffic
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Example: Proof of Transit

Consider TE, Service Chaining, Policy Based Routing, etc...
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NHow dprovgebhat traffic foll ows
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ne Willis says the first i1Issue i s

OpenStack does this in a sequential manner, with the sequence serially
numbered in the VNF, but the difficulty comes when trying to verify that
the LAN has been connected to the correct LAN port, the WAN has been
connected to the correct WAN port and so on. "If we get this wrong for a
firewall function it could be the end of a ClO's career," says Willis. 0

© LightReading weuoringecommications naust
http://www.lightreading.com/nfv/nfv-specs-open-source/bt-threatens-to-ditch-openstack/d/d-id/718735

October 14, 2015
Light reading citing Peter Willis, Chief researcher for data networks, British Telecom
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Example: Proof-of-Transit

A Question: With TE/SFC/PBR: How

do you prove that traffic follows the
correct path?

[ Controller [Secret ‘l]
A Approach: OAM Meta-data added | |
to all user traffic
ABased on nShare of

A Provisioned by controller over
secure channel

A Updated at every service hop

A Verifier checks whether
collected meta-data allows
retrieval of secret

m» Path verified

Mmim
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Example i Generic customer meta-data:
Geo-Location within your packets
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What if you could collect operational meta-data
within your traffic?

A Path Tracing for ECMP networks A Node-ID, ingress i/f, egress i/f

A Service/Path Verification A Proof of Transit (random, cumulative)
A SLA proof: Delay, Jitter, Loss A Sequence numbers, Timestamps

A Custom data: Geo-Location,.. A Custom meta-data

A Smart Service Selection A Timestamps, custom meta-data

A Efficient Failure Detection/Isolation A Node-ID, Timestamps
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In-Band OAM (IOAM) in a Nutshell

A Gather telemetry and OAM information along the path within the data packet,

( henchkeamd nOA phit pf araegisting/additional header
A No extra probe-traffic (as with ping, trace, IPSLA)

A Transport options

A IPv6: Native v6 HbyH extension header or double-encap
A VXLAN-GPE: Embedded telemetry protocol header
A NSH: Type-2 Meta-Data

... additional encapsulations being considered/WIP (incl. SRv6, GRE, MPLS)

A Deployment

A Domain-ingress, domain-egress, and select devices within
a domaininsert/remove/update the extension header

A Information export via IPFIX/Flexible-Netflow/publish into Kafka
A Fast-path implementation

cisco * FD.io/VPP open source reference implementation available

/ IOAM domain

\\\__ — N -
\_\—_//\\\g/,

2017 Cisco and/or its affiliates. All rights reserved. Cisco Public
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Insert POT
meta-data

J POT Verifier

gO)p Update POT meta-data

3 A

Hdr X

Hdr
Payload
| Payload
_‘:\!}a
POT meta-data Update POT
meta-data

Path-tracing data

Payload
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Latest IETF Drafts

A In-band OAM Authors: Cisco, Comcast, Facebook,
JPMC, Bell Canada, Mellanox, Marvell, Barefoot, rtBrick

A In-band OAM requirements: https://tools.ietf.org/html/draft-
brockners-inband-oam-requirements-03.txt

A In-band OAM data types: https://tools.ietf.org/html/draft-
brockners-inband-oam-data-04.txt

A In-band OAM transport: https://tools.ietf.org/html/draft-
brockners-inband-oam-transport-03.txt

A Proof-of-transit: https://tools.ietf.org/html/draft-brockners-proof-

of-transit-03.txt

A In-band OAM manageability i YANG models and
methods defined in IETF LIME WG

A draft-ietf-lime-yang-connectionless-oam-03
A draft-ietf-lime-yang-connectionless-oam-methods-00
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Internet-Draft S. Bhandari
Intended status: Experimental C. Pignataro
Expires: September 30, 2017 Cisco
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March 29, 2017

Data Fields for In-situ OAM
draft-brockners-inband-oam-data-e4

Abstract

In-situ Operations, Administration, and Maintenance (IOAM) records
operational and telemetry information in the packet while the packet
traverses a path between two points in the network. This document
discusses the data fields and associated data types for in-situ OAM.
In-situ OAM data fields can be embedded into a variety of transports
such as NSH, Segment Routing, VXLAN-GPE, Geneve, native IPv6 (via
extension header), or IPv4. In-situ OAM can be used to complement
current out-of-band OAM mechanisms based on ICMP or other types of
probe packets.
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In-situ OAM Data Fields Overview

A Per node scope A Set of nodes scope
A Hop-by-Hop information processing A Hop-by-Hop information processing
A Hop Limit A Service Chain Validation
A Node_ID (long/short) (Random, Cumulative)

A Ingress Interface ID (long/short)

A Egress Interface ID (long/short) A Edge to Edge scope

A Timestamp . : :
A Wall clock (seconds, nanoseconds) A Edge-to-Edge information processing
A Transit delay A Sequence Number

A Queue length
A Opaque data
A Application Data (long/short)

~
Two transport options:

A Pre-allocated array (SW friendly)

A Incrementally grown array (HW friendly)

Cisco
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Pre-Allocated & Incremental
Trace Option Header (per-node info)

Pre-allocated Trace Option header: In-situ OAM Incremental Trace Option Header:
e 1 2 3 e 1 2 3
©1234567890123456789012345678901 ©1234567890123456789012345678%¢01
B e S T e kb e L e B B e e e e e T e T e et Bt LE L L L Ll L e e L e
\ I0AM-Trace-Type | oOctets-left | Flags | \ I0AM-Trace-Type | Maximum Length| Flags
B el et Tl e S e e Sl P e e T e r Pl e e e B R e e b L e e e e e s e e e S e Hit it ks sule e e S s S o
Pre-allocated Trace Option Data MUST be 4-byte aligned: In-situ OAM Incremental Trace Option Data MUST be 4-byte aligned:
B e S T e kSt R R R e e
‘ | | B e T e el el e Tt TR P
} node data list [@] I I } node data list [0]
B i et T R e k k It ST T T S S S e S | |
‘ | a B It T ST e s T T Tt T e S ot E SRS
\ node data list [1] |t } node data list [1]
\ | a
B T T S e i T et T S S s S h et l_+_+_+_+_+_+_+_+_+_+_+_+_+_+_+_+_+_+_+_+_+_+_+_+_+_+_+_+_+_+_+_l
~ ~ S
T'+'+'+'+'+'+'+'+'+'+'+'+'+'+'+'+'+'+'+'+'+'+'+'+'+'+'+'+'+'+'+'T P B Bt s Tt T o ok kst ot sk T SR S RS S
a \ |
} node data list [n-1] I c | node data list [n-1] [
& \ |
T'+'+'+'+'+'+'+'+'+'+'+'+'+'+'+'+'+'+'+'+'+'+'+'+'+'+'+'+'+'+'+'T I B St S e e e e Mttt ST SR SRR SR
| |
\ node data list [n] [ \ node data list [n]
\ || | |
B e s T e e e s 2t e S e e e e R e T 3 B e T e el el e Tt TR P

Software friendly Hardware friendly
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Pre-allocated Trace Option header:

Trace Types e 1 2 3

©123456789012345678908123456789601

< IOAM-Trace-Type > Octets-left | Flags

Pre-allocated Trace Option Data MUST be 4-byte aligned:

-+
| [
| node data list [@] |
| [

D
| I e
| node data list [1] |t
| I e
~ ~ S

P
| I e
| node data list [n-1] | ¢
| I e

|
| [
| node data list [n] [
I Il
-+
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